
IEEE TRANSACTIONS ON PLASMA SCIENCE, VOL. 22, NO. 2, APRIL 1994 187 

A Unified Theory of Ionosphere-Plasmasphere 
Transport of Suprathermal Electrons 

George V. Khazanov, Torsten Neubert, and Grigorii D. Gefan 

Abstrucf- We present a model of suprathermal electrons in 
the ionosphere and plasmasphere based on a solution to the 
kinetic equation along the entire length of a closed magnetic field 
l i e ,  that is, simultaneously for the two conjugate ionospheres 
and the plasmasphere. We call this the unified approach. It 
allows the determination of the distribution in energy and pitch- 
angle of photoelectrons along the complete length of the field 
l i e  thereby avoiding the introduction of artificial boundaries 
between the ionosphere and magnetosphere and, consequently, 
avoids problems introduced by the uncertainty of these bound- 
ary conditions. In addition, it automatically accounts for back- 
scattered electrons in the atmosphere and plasmasphere, and 
avoids splitting photoelectrons into a loss-cone and a trapped 
population. The method is not limited to specific situations such as 
conjugated sunrise or symmetrical illumination of hemispheres, 
but is equally applicable to arbitrary illumination conditions. 

I. INTRODUCTION 
UPRATHERMAL electrons (1 eV-500 eV) are formed S predominantly by two processes: photoionization of the 

Earth’s atmosphere by solar radiation, and impact ionization 
of the neutral atmospheric constituents by high energy (1-10 
keV) electrons of magnetospheric origin. In order to study 
such phenomena as the heating of the thermal ionospheric 
and plasmaspheric plasma, optical emissions in the upper 
atmosphere, and the stability of the ionospheric plasma, the 
distribution function of suprathermal electrons must be known. 

The maximum production rate is approximately at 150 km 
altitude for photoelectrons, while the altitude of secondary 
electron production from impact ionization depends on the 
energy spectrum of the precipitating energetic electrons. The 
altitude of maximum ionization is shifted deeper into the 
atmosphere when the energy of the precipitating electrons 
increases. The latter process prevails at high latitudes and 
stimulates polar lights (aurora). 

Suprathermal electrons created in the ionosphere below 
about 250 km lose their energy locally due to the high density 
of neutral particles (short mean free path). As a result, the 
distribution function is close to isotropic. The main challenge 
is the calculation of all the inelastic processes that, together 
with the source spectrum, determine the fine structure of 
the electron energy spectrum. In particular, there are sharp 
photoionization peaks in the photoelectron spectrum in the 
interval 25-30 eV and a characteristic trough at energies less 
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than 4 eV, which is associated with a large cross-section of 
the vibrational excitation of molecular nitrogen. 

In the upper ionosphere, above 250 km, transport processes 
begin to play a substantial role. A fraction of suprathermal 
electrons generated at these altitudes will have sufficient 
energy to escape the atmosphere along the magnetic field and 
stream into the magnetosphere. A self-consistent model for 
the transport of suprathermal electrons on closed magnetic 
field lines must consider particle exchange between magnetic 
conjugate regions. However, most theories developed in the 
past, simplified the nature of this exchange. One assumption 
often used in photoelectron production models was to neglect 
contributions from incoming electrons at high altitudes. This 
scenario assumes not only the absence of ionization in the 
conjugate hemisphere, but also an unrealistic small role of the 
back-scattering of particles. Alternative methods defined an 
upper boundary condition using sounding rocket or satellite 
observations of electron energy spectra at high altitudes. With 
relatively little interest in the problem of interactions between 
conjugate regions, the main attention was focused on three 
aspects: (1) the source (photo- and secondary ionization), 
(2) collisional relaxation of precipitating electrons, and (3) 
transport of suprathermal electrons from the source region. In 
the following we review the most common approaches used 
to address these problems. 

The simplest of the discrete energy-loss approaches is the 
local equilibrium approximation (e.g., [1]-[3]) in which the 
photoelectron flux is determined solely from local production 
and loss mechanisms. The calculation assumes altitudes suf- 
ficiently deep in the atmosphere so that transport effects are 
negligible. However, for altitudes above 250 km, a versatile 
approach to the transport problem is given by linear transport 
theory, in which the essential physics of electron-atmosphere 
interactions can be accommodated. Linear transport theory 
provides a unified description in both the local equilibrium 
and transport dominated regimes. Many models have been 
developed to describe the transport and energy degradation 
process of photoelectrons [4]-[lo] as well as the transport 
theory for the auroral electron problem [11]-[24]. Monte- 
Carlo methods were also used to describe the interaction of 
precipitating electrons with the atmosphere [25]-[27], and 
photoelectron fluxes [28]. 

Efforts to extend models to include effects of photoelectron 
fluxes arriving from the conjugate hemisphere caused the 
appearance of papers studying the transport of photoelectrons 
in the plasmasphere. Since Coulomb collisions of suprathermal 
electrons with thermal electrons and ions are rare in this region, 
it was thought at first that photoelectrons pass through the plas- 
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masphere almost freely. In that case, diffusion in energy and 
pitch-angle could be ignored [29]. However, the discrepancy 
between observed distributions and those calculated under 
these assumptions made [30] consider particle trapping effects 
induced by the magnetic mirror force of the Earth's dipole 
magnetic field. Later, [31] and [32] gave some qualitative 
discussion of electron trapping and the resulting increase in 
plasmaspheric heating. 

That marked the beginning of the second stage of research, 
when it was attempted to perform a quantitative analysis 
of suprathermal electrons in the plasmasphere. Calculations 
were made of the transparency of the plasmasphere relative to 
particle and energy flux, as well as heating rates of thermal 
electrons by photoelectrons, using Monte-Carlo methods [33], 
by solving the kinetic equation numerically [34], and through 
analytical methods [35]-[37]. 

Parallel to these studies were efforts attempting to describe 
the dynamics of suprathermal electrons with the participation 
of both hemispheres [38]. However, at that time techniques 
were not yet developed to accurately take into account the 
effect of the plasmaspheric transport of suprathermal electrons. 
When these were developed as described above, it became 
possible to create combined methods, which accounted for 
photoelectron fluxes coming from magneto-conjugate regions. 
That became the subject of the third stage of investigations, 
when the models by [39]-[41] were developed. However, cer- 
tain limitations remained, which did not allow the examination 
of other effects caused by suprathermal electrons: 

The foundations of the combined methods mentioned 
above is to determine the flux in the ionosphere using 
coefficients of the plasmaspheric transparency which are 
calculated independently. With such an approach one 
introduces artificial boundaries between the ionosphere 
and plasmasphere, and between the population of loss- 
cone electrons and trapped electrons. Consequently, the 
calculation of the electron distribution function near 
these artificial boundaries rests on a priori assumptions 
and is sensitive to the imposed boundary conditions. 
All studies referenced above determined time-stationary 
solutions. This approximation is a serious constraint and 
does not allow the study of the response of the complete 
system to sunrise and sunset conditions, as well as to 
natural and artificial injection of energetic electrons. 
The study of the processes associated with the exci- 
tation of plasma oscillations and their interaction with 
suprathermal electrons remained unfinished. 

this paper, we present a new model which includes 
1, while effects of non-stationary solutions and plasma 

instabilities will be considered in separate papers. In Section 
2, the kinetic equation is derived with expressions for the 
collisional terms given in the appendix. In Section 3 we 
study ionospheric-plasmaspheric transport of photoelectrons. 
To illustrate the problems associated with a separate treatment 
of the ionosphere and the magnetosphere, as frequently done, 
the model is first applied to these regions separately, then to 
the complete system. Finally, Section 4 contains a discussion 
and a summary. 

11. THE KINETIC EQUATION FOR SUPRATHERMAL ELECTRONS 

Non-Maxwellian electrons in the Earth's ionosphere and 
plasmasphere can be described by the Boltzmann kinetic 
equation 

dt m 

+ (sei + s,*; + s ~ )  + ( sea  + ~2~ + se+) + q (1) 
a a 

where f = f(t,?,g) is the electron velocity distribution 
function, g,,?? magnetic and electric fields, See describes 
collisions with Maxwellian electrons, Se; and Sea elastic 
collisions with ion and neutral species i ,a ,  Szi and S:a 
excitation of ion and neutral species, S& and Se; ionization 
and recombination, and q the source of photoelectrons. 

Let us introduce a coordinate system [t, E ,  s, 8 , 4 ,  where 
E is the electron energy, s is the coordinate along the 
geomagnetic field line, 0 the electron pitch-angle and the 
azimuth angle. The differential flux II, = 2Ef /m2,  is defined 
in such a way that $(t ,  E ,  s, 0, q5)dEdfl is the flux of electrons 
with energy from E to E + dE inside a solid angle dR = 
sinOdOdq5 around ( e ,  4) at a point s along the field. 

In the domain considered here, the electron cyclotron period 
is small compared to other characteristic time scales, and the 
electron Larmor radius is small compared to the gradients of 
the geomagnetic field. This allows the use of the guiding center 
approximation in which case (neglecting the drift across the 
geomagnetic field), (1) can be expressed as [591 

-- /3 d?l, dII, l - p 2 (  F 1 dB)LJII, 
a a t + p z - -  --+-- E B as - ap 2 

Here, the energ E is measured in eV, the constant ,8 = 
1.7 x 10-seV1r2 cm-ls, and p = cose. The force due to 
the longitudinal electric field is F = -eEil and is expressed 
in units of eVcm-'. The right hand side of (l), averaged over 
azimuth angle, is expressed on symbolic form by (S). The 
collision terms are described in some detail in the appendix. 
With (3a), (5a), @a), (9a) the kinetic equation ( I )  can now be 
expressed as 

/3 a$ all, 1 - p 2 (  --+-- F 1 BB)iiY, - -- a at +P-- = - ds 2 E B ds a p  



KHAZANOV et al.: A UNIFIED THEORY OF IONOSPHERE-PLASMASPHERE TRANSPORT OF SUPRATHEMAL ELECTRONS 189 

where Q is the electron production rate due to processes other 
than electron impact ionization in units of cmp3 eV-l ster-l 
S - 1 .  

111. IONOSPHERE-PLASMASPHERE 
TRANSPORT OF PHOTOELECTRONS 

The method described below is based on a solution to the ki- 
netic equation along the entire length of a closed magnetic field 
line, that is, simultaneously for the two conjugate ionospheres 
and the plasmasphere. We call this the unified approach. It 
allows the determination of the distribution in energy and 
pitch-angle of photoelectrons along the complete length of 
the field line thereby avoiding the introduction of artificial 
boundaries between the ionosphere and magnetosphere and, 
consequently, avoids problems introduced by the uncertainty 
of these boundary conditions. In addition, it automatically 
accounts for back-scattered electrons in the atmosphere and 
plasmasphere, and avoids splitting photoelectrons into a loss- 
cone and a trapped population. The method is not limited to 
specific situations such as conjugated sunrise or symmetrical 
illumination of hemispheres, but is equally applicable to 
arbitrary illumination conditions. 

Along a closed magnetic field line in the plasmasphere, the 
magnetic field is strongly inhomogeneous, while collisional 
diffusion terms are small due to the long mean free path. In 
order to decrease undesirable computational effects associated 
with approximation errors of the derivatives d/ds  and d/dp, it 
is convenient to change variables from ( p ,  s) to (po,  s), where 

(4) 

with Bo and po denoting the magnetic field and the cosine of 
the pitch-angle at the magnetic equator of the flux-tube. This 
change of variables is desirable because $(po ,s )  now is a 
slowly varying function with s (po is the adiabatic invariant). 
For the stationary case with no electric fields, (3) becomes 

The new variable po takes on values in the range ( p , ~ (  < 
[pol < 1, where the lower boundary p , ~  = 41 - B o / B ( s )  is a 
function of s. A specific feature of the algorithm used to solve 
(5) is that the number of grid points in po varies with s because 
the definition interval varies with s. In the magnetosphere, 
where the inhomogeneity of the magnetic field causes p , , ~  to 

k =O 

=O 

Fig. 1 .  The region in (e,, s) where qb is defined. The dashed lines indicate 
the loss-cone boundary, f s l  define the boundaries between the two conjugate 
ionospheres and the magnetosphere and 4 3 2  define the lower boundary in 
the ionosphere. 

vary significantly, the number of steps in po is increased by 2 
for each step in s towards the magnetic equator. This scheme is 
illustrated in Fig. 1, which shows the adopted grid as function 
of s and Bo = c0s-l po. Since the magnetic field changes little 
in the ionosphere, while at the same time the step size in s is 
smaller in this region, the values of p o ~  at adjacent altitude 
grid points would be undesirably close if this scheme was 
extended all the way to the base of the ionosphere. Instead, 
we assume that the magnetic field is homogeneous below some 
altitude s1 (typically loo0 km) so that p , , ~  is constant in the 
ionosphere. 

In Fig. 1, dashed lines indicate the loss cone boundary 
p, = *dl - B , / B ( s l ) .  The number of grid points in the 
loss cone is constant for the complete field line. The trapping 
region is defined by J1 - B , / B ( s )  < ]pol < J1- B,/B(slJ 
and the loss-cone region by J1- B, /B(s l )  < Ipol < 1. The 
boundary conditions in s are imposed at conjugate points of 
the ionosphere, -s2 and +s2 at 90 km altitude using the local 
approximation (alas = 0). The boundary conditions in Bo are 
[431 

With a finite-difference approximation of the derivatives 

d 1 
-((a*$) = - [a*(E + A E ) $ J ~  - o*$] d E  AE ( 7 ~ )  
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(5) is reduced to an altitude corresponding to fs l :  

Expressions for the coefficients B, C and D, which are 
functions of the variables E, 00, and s, can be derived using 
formulas (3), and (7). More details as to how this is done are 
found in [20], [43]. The functions $+” and $-’ are the values 
of $ at the adjacent upper and lower steps in s, $E is the 
value of $ at the next higher energy step, and A E  and As  
are the step lengths in E and s. By Gaussian elimination, (8) 

This is a general way of imposing boundary conditions when 
solving the kinetic equation in a limited region. As an example, 
we examine the case of an isotropic distribution of electrons 
with an exponential energy spectrum [341, 1431 

$ + ( E , P ~ )  = E e x p ( - E / E o ) ,  

$ - ( E ,  P o )  = E e x p ( - E / E o ) ,  

J1-  si) < p0 5 1 -’ 5 Po < -J1 - B o / B ( s l )  

is solved. 
Test runs show that ten points are sufficient to describe the 

loss cone. This ensures a reasonable accuracy of the calculation 
of the plasmaspheric transmittance for electron flux (13) 

and the relative heating of the electron population 

where $,, is given by (loa). 
To calculate the electron angular distribution at the top 

of the flux-tube L = 2 the number of points in the range 
I , x , , B (  < (pol < 1 is typically 60 for a run considering the 
energy range 1 eV < E < 50 eV with A E  = 1 eV. 

Modeling collisional interactions between electrons and the 
neutral atmosphere requires a knowledge of cross-sections 
of the processes involved. The cross-sections of inelastic 
collisions of electrons with atoms and molecules were inferred 
from data reported by [44] and [45]. The cross-sections for 
collisional ionization were approximated by the expressions 
given in [ l l ]  

where (E), are empirical coefficients. Total cross-sections 
of elastic collisions of electrons with neutral species were 
specified according to [I l l .  [32], and [46]. More information 
on the description of collisional interactions in the model is 
given in the appendix. 

A. The Ionosphere and Plasmasphere Decoupled 
As mentioned earlier, the photoelectron flux is often es- 

timated for the ionosphere and the plasmasphere separately, 
by assuming certain boundary conditions at the ionosphere- 
plasmasphere boundary. This approximation can also be real- 
ized in the framework outlined above. In the following we 
investigate the problems incurred by the separation of the 
system into two regions, and the results one obtain with this 
approach. 

First we consider photoelectron transport in the mid-latitude 
magnetosphere. The ionospheric altitude range is excluded 
from consideration and boundary conditions are imposed at 

The question of how to impose boundary conditions it the 
points (po7s)  = ( fp , ,~ ,&s l )  remains unclear. This issue is 
very important because the distribution function imposed at 
this point largely determines the amount of reflecting flux and 
therefore the value of the transmittance n. The quantities $+ 
and 4- at f p , , ~  in essence determine the distribution function 
on the loss-cone boundary. Physically, the flux at the loss-cone 
is a result of processes that lead to particle diffusion across the 
loss-cone boundary. Evidently, the problem is not consistent 
as stated, and the calculation of key parameters such as II is 
sensitive to the choice of boundary conditions. 

However, with certain assumptions one can solve the kinetic 
equation. In [36], for instance, a solution was sought for 
electrons in the loss-cone. In this case, the evolution of the 
fluxes entering the plasmasphere through each of the ends of 
the magnetic flux-tube is examined independently. Since the 
trapped electrons are excluded from consideration, one can use 

This condition enables one to get rid of the need for iteration 
processes to determine the flux along p , ~ .  as discussed later. 

Another approximation may be to impose some constant 
non-zero level of the fluxes 

Finally, one may use an iteration scheme to determine 
$+ and $- at p , ~ .  Using as a first approximation one 
of the methods described above, one can find the correct 
boundary conditions along p , , ~  by the requirement that the 
solution for the flux in the positive direction be consistent 
with the flux along the negative direction of s for -,x,,B. 

The degree of accuracy obtained in this way will be assessed 
later on the basis of a unified solution for the ionosphere and 
magnetosphere. 

In Fig. 2 are shown the plasmaspheric transmittance for the 
different ways of imposing the boundary conditions mentioned 
above. Curve 1 corresponds to the conditions (14), curve 2 to 
conditions (15), and curves 3 to the iterative method. The 
results have been obtained for E,, = 5 eV at L = 2. An 
increase in E, up to 10 eV, as shown for the iterative case, 
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Fig. 2. Models of the plasmaspheric transmittance on L = 2 for different 
ways of imposing the boundary conditions. Curve 1 corresponds to the 
conditions (14). curve 2 to conditions (15) and curves 3 to the iterative method 
with E, = 5 and 10 eV. Curve 4 is obtained with ionosphere-plasmasphere 
transport taken into account jointly. 

Fig. 3. The plasmaspheric transmittance calculated for two values of L 
using our own method (curve 1) and compared to the analytical solution [36] 
(curve 2) and a Monte-Carlo calculation [36] (curve 3). Identical physical 
assumptions have been used in the three models. 

provides some increase in transmittance. This change is due 
to the first term on the right hand side of equation (3a) of the 
electron Coulomb collision term, which contains the derivative 
of the flux with respect to the energy. A comparatively low 
value of transmittance is found in case 1 because only those 
electrons that cross the plasmasphere without reversing their 
direction are counted. For small energies, where the cross- 
sections of Coulomb scattering are large, the number of 
such electrons is negligible. Nevertheless, photoelectron fluxes 
escaping the plasmasphere at these energies must really exist 
because trapped electrons eventually scatter into the loss cone. 
Therefore, curves 2 and 3, which have been obtained allowing 
diffusion into the loss cone, find a finite, non-zero value for 
the transmittance at low energies. Curve 4 is obtained with 
ionosphere-plasmasphere transport taken into account jointly, 
and will be discussed later in the text. 

The results discussed above show that the "plasmaspheric" 
method is sensitive to the boundary conditions introduced 
between the ionosphere and magnetosphere. To verify that the 
results presented in Fig. 2 are not influenced by the numerical 
technique used to solve the equations, we tested the simplest 
problem (14) against other numerical techniques using the 
same boundary condition. In Fig. 3 shows our own results for 
two values of L (curve l), against an analytical solution [36] 
(curve 2), and a Monte-Carlo calculation [36] (curve 3). As is 
evident, the results agree well, which confirms the accuracy 
of our numerical algorithm. 

Till now we have examined a simplified description of 
photoelectrons in the magnetosphere, namely, the kinetic equa- 
tion with boundary conditions in the angular and energy 
distribution of electrons leaving the ionosphere and penetrating 
into the plasmasphere. It was shown that the predicted value of 
the transmittance depends substantially on the boundary con- 
ditions and on assumptions on the diffusion of electrons across 
the loss-cone boundary. We now consider the inverse problem: 
to determine the importance of plasmaspheric transport on the 
distribution of photoelectron fluxes in the ionosphere. For that 
purpose we consider the region from 90 km to loo0 km. The 
problem is reduced to selecting an upper boundary condition 

for electrons entering the ionosphere from the plasmasphere, 
i.e., for angles -1 5 p, 5 -,/I - B , / B ( Q ) .  

The problem has been studied in two limits. The first 
assumes absolute transparency of the plasmasphere, in other 
words, that plasmaspheric transport of photoelectrons bears a 
collisionless character. For symmetric conditions of illumina- 
tion the the boundary condition is 

$(E ,  Po, 31) = $(E ,  -Po, $11, J1 - Bo/B(sl) I Po I 1 
(16) 

where s1 again corresponds to the boundary between the 
ionosphere and plasmasphere. 

In the second limit it is assumed that the plasmasphere 
is absolutely non-transparent and that no flux enters the 
ionosphere at the upper boundary 

Fig. 4 shows the omnidirectional flux of photoelectrons at 
830 km altitude. Curve 1 corresponds to collisionless plasma- 
spheric transport (II = l), curve 2 to the non-transparent case 
(II = 0), and curve 3 to our unified approach that considers the 
ionosphere and magnetosphere jointly. In this case, symmetric 
illumination of the hemispheres has been assumed. The last 
variant will be discussed more later, at this point it may be 
used to assess the accuracy of the two limits for the boundary 
conditions. From the figure it can be seen that a unified, self- 
consistent treatment gives values that are in-between the two 
limits (16) and (17) as expected. The assumption II = 1 on 
L = 2 is seen to be more accurate at the higher energies 
(30-40 eV) overestimating the flux levels by l0-15%, while at 
lower energies (<lo eV) the error has increased to 80-100%. 
At higher L-shells this error affects an increasing range of 
energies. At L = 4, for instance, the flux below about 20 
eV is significantly overestimated. The case II = 0 leads to 
significant underestimation throughout the entire energy range. 

Again, the numerical algorithm has been tested against the 
results of other methods in order to assess its accuracy. For 
this purpose, discrete energy loss has been assumed ((6a) and 
(7a)) rather than the continuous energy loss approximations 
((8a) and (9a)). The case of II = 0 was chosen such that 



192 IEEE TRANSACTIONS ON PLASMA SCIENCE, VOL. 22, NO. 2 , APRIL 1994 
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E (eV) 

Fig. 4. 
at 830 km altitude. (1 )  II = 1, (2) TI = 0 and (3) our unified model. 

Model calculations of differential energy flux of electrons on L = 2 

the assumptions used in the model, including the values of 
the cross-sections, neutral densities etc., are identical to the 
ones used in the models we compare against. Results for the 
omnidirectional flux are shown in Fig. 5. On the upper part of 
the plot are shown spectra at 250 km altitude. Curve 1 is from 
[48], curve 2 is an experimental observation [30], and curve 
3 is our own calculation. On the lower portion of the plot are 
shown spectra at 580 km altitude. Curve 1 is from [28], [49], 
curve 2 from [4], [32], curve 3 from [50], [51], and curve 
4 our own calculation. Fig. 6 shows energetic atmospheric 
photoelectrons at 172.5’ pitch angle (upward flux) and 590 
km altitude observed by the low altitude plasma instrument 
on Dynamics Explorer 2 (curve 1) [52] against theoretical 
calculations using [13] (curve 2), I321 (curve 3), and our own 
model (curve 4). All models include K-shell ionization effects 
and predict peaks in the photoelectron spectrum due to Auger 
electrons emitted from oxygen and nitrogen. All theoretical 
calculations were performed for the same conditions which 
were discussed by [52]. As can be seen, the results are in 
very good agreement, which confirms a good accuracy of our 
numerical algorithm. 

B. The Ionosphere and Plasmasphere Un$ed 
Results obtained by solving the kinetic equation (3) in 

the ionosphere and plasmasphere simultaneously have already 
been presented in Figs. 2 and 4 (solid curves). They will now 
be discussed in more detail. 

By studying the ionosphere and plasmasphere as one system 
rather than two separate ones, substantial corrections are 
introduced in the values and characteristics of key parameters 
describing photoelectron fluxes. This is most clearly exem- 
plified in the concept of the plasmaspheric transparency. The 
fact that processes are included such as diffusion across the 
loss-cone boundary, reflection in the ionosphere due to elastic 
collisions with neutral and charged particles, and the redis- 
tribution of the flux at low energies due to interactions with 
neutral and charged particles, makes the term “transparency” 
acquire its conventional meaning (10). 

In Fig. 2, the transparency II is shown as a function 
of energy. As mentioned earlier, curve 4 corresponds to 

I I I I I I 

E (ev) 
20 40 60 80 100 

Fig. 5. Comparison of omnidirectional differential energy flux of electrons. 
On the upper part of the plot are shown spectra at 250 km altitude. C w e  1 
is from [48], curve 2 is an experimental observation [30] and curve 3 is our 
own calculation. On the lower portion of the plot are shown spectra at 580 
km altitude. Curve 1 is from [28], [49], curve 2 from [4], [32], curve 3 from 
[50], [51], and curve 4 our own calculation. 
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Fig. 6. Comparison of energetic atmospheric photoelectron fluxes. The flux 
at 172.5’ pitch angle (upward flux) and 590 km altitude observed by the 
low altitude plasma instrument on Dynamics Explorer 2 [52] (curve 1) and 
theoretical calculations using [I31 (curve 2), [32] (curve 3) and the unified 
model (curve 4). The theoretical calculations were performed for the same 
conditions discussed in [52]. 

the case with the ionosphere and plasmasphere taken into 
account jointly, while curves 1-3 represent models treating 
the plasmasphere as a separate region. First of all, note that 
II as shown by curve 4 has considerable structure. This 
feature is a result of the structure in the flux created by 
photoionization (the source) and by collisional interactions 
between suprathermal electrons and neutral particles in the 
ionosphere. As this flux propagates through the plasmasphere, 
particles undergo Coulomb collisions at a rate dependent on 
a+/aE as seen from (3a), and thus some structure is induced 



KHAZANOV ef al.: A UNIFIED THEORY OF IONOSPHERE-PLASMASPHRE TRANSPORT OF SUPRATHERMAL ELECTRONS 193 

in the transparancy. Note that the structure of the suprathermal 
electron flux obtained in our calculations does not contain the 
complete fine structure of the ionospheric spectrum because 
of our use of the continuous energy-loss approximation for 
electron-neutral collisions. The finite value of II at small 
energies is caused primarily by a contribution from the trapped 
electron population, which has diffused down to low energies 
and subsequently into the loss-cone, thereby increasing the 
value of the transparency. It is clear that in this case II 
characterizes diffusion from the trapped region into the loss- 
cone, rather than the transmitting capability of the flux-tube. 

The increase of II with decreasing energy seen below N 8 
eV is caused by the formation of a plateau-like part of the 
photoelectron distribution function in the upper ionosphere and 
plasmasphere. The Coulomb collision term (3a) is small in this 
situation because it contains the term a f / a E .  The exact shape 
of the function at low energies, and therefore the location of 
the minimum in II, depend on the integrated content of thermal 
particles in the flux-tube [53]. 

The physical interpretation of II is not always clear. Some 
insight can be gained by defining a simpler parameter, namely 
the integrated transparency. Following the terminology of [34], 
it can be defined as the ratio of the number of particles leaving 
one end of a magnetic flux-tube to the number of particles 
entering at the other end 

The flux on the boundaries of the plasmasphere is made 
up of three contributions: 1) newly produced photoelectrons 
arriving from their regions of production, 2) electrons reflected 
in the conjugate ionosphere, and 3) electrons diffusing into the 
loss-cone from the trapped region. 

To describe these contributions qualitatively we introduce 
the following quantities: a, the probability that an electron 
will cross the plasmasphere staying inside the loss-cone (the 
probability of diffusion across the loss-cone boundary into the 
trapped region is then 1 -a), 2 p, the probability that a trapped 
electron scatters into the loss cone and is lost before it has been 
thermalized, and A 1  and A z ,  the probabilities of reflection in 
the conjugate ionosphere (albedo). We shall assume that the 
thermal plasma density is distributed symmetrically along the 
geomagnetic field with respect to the top of the field line. Then 
the probability of diffusion into the loss cone and arriving at 
either end of the flux-tube will be the same and equal to p. 

We now examine the general case with arbitrary illumination 
of the two hemispheres, and electron fluxes POI and POZ, 
generated by local photoionization, entering the plasmasphere 
from the two ends of the flux-tube. If we take into account 
multiple reflection of electrons in conjugate regions, the flux 
entering the plasmasphere from region 1 is 

(poi  + PozaAi)(1+ a2A1Az + a4AqA; + .e.) 
- - Po1 + P o z a A 1  - 

1 - a2A1Az 
A similar result is found for region 2 by switching the 
subscripts 01 and 02, and 1 and 2. The sum of these fluxes 
multiplied by the probability of trapping, will give the number 
of electrons entering the trapping zone. Electrons diffusing 

back into the loss-cone from the trapping zone and subse- 
quently reflecting in the ionosphere will cause the existence 
of additional fluxes entering into the plasmasphere from the 
two conjugate regions, equal to 

Continuing this iteration process one obtains expressions 
for the total electron fluxes at the plasmaspheric boundaries in 
the form of a diminishing series. The total number of particles 
entering into the plasmasphere from the region 1 is found to be 

~l = Poi  + PozaAi 

'(1 - azAIAz){l  - a2A1Az - (1 - a)P[A1(1 f a A z )  + Az(1 +aA1)]} 

1 - a2A1Az 
[Poi ( l+  aAz) + Poz( l+  aAi) ] (1  - a)PA1(1+ aAz)  

(19) 

while the number of particles leaving the plasmasphere into 
the region 2 is 

P 2  = a P 1  

+ [ P 0 1 ( 1 +  ~ A z )  + f'oz(l+ aA1)](1 - a)p 
(1 - a 2 A 1 A 2  - (1 - a ) P [ A 1 ( 1 +  a A 2 )  + A z ( l +  ( Y A ~ ) ] }  

(20) 

Using (19) and (20) we can now derive an expression for 
integrated transparency T in accordance with the definition 
(18). 

Consider now the following cases: (1) p = 0: Here it 
is assumed that electrons, after being trapped, are incapable 
of again entering the loss cone. In this case T = a, and 
the transparency is independent of the character of illumi- 
nation and the albedo of the ionosphere. In this case, the 
plasmasphere can be studied separately from the ionosphere 
and the probability a can be calculated as a function of the 
integrated content of thermal particles in the flux-tube [53]. (2) 
POI = Poz, A 1  = Az: In this case the conjugate hemispheres 
are illuminated symmetrically and T = a + 2( 1 - a)@. Here 
T is independent of A 1  and A 2 .  Since the conditions are 
symmetric, the value of T is the same whether calculated 
referenced to one end of the flux-tube or the other end. Our 
result that T 5 1 is at first glance in contradiction with the fact 
that we are investigating the time-stationary equation, because 
it means that more suprathermal electrons enter the flux-tube 
than leave the flux-tube. The sink of suprathermal electrons 
that assures that the particle distribution is constant in time is 
provided by the diffusion of particles through the lower energy 
boundary of the suprathermal regime and into the thermal 
particle population. 

An analysis of the general case shows that T is a function 
of both the illumination and the reflectivity of the iono- 
spheric, with T decreasing as the asymmetry of the conditions 
increases. This dependency can be understood from the fol- 
lowing argument. In the symmetrical case the trapping zone 
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becomes filled with electrons produced in the two conjugate 
regions. These electrons are then scattered into the loss-cone 
and lost at the two ends of the flux-tube. In the asymmetric 
case, the trapping zone is filled mainly by electrons from the 
one illuminated region, but electrons are still lost in both 
hemispheres. In the latter case, however, the back-scatter in 
the ionosphere is a symmetrizing factor because the reflection 
in the non-illuminated region produces an effective source of 
electrons. 

It is now possible to make some conclusions regarding 
the differential transparency. The largest dependence with 
geophysical conditions is expected for small energies where 
pitch-angle diffusion is the strongest. An increase in electron 
energy is accompanied by an increase in a ( E )  and a decrease 
in P(E),  i.e., T ( E )  E @ ( E )  and less dependent on geophys- 
ical conditions. These conclusions agree with the numerical 
calculations of the differential transparency II(E) shown in 
Fig. 7 and the analytical solution of [53]. In Fig. 7, II(E) 
is calculated under three geophysical conditions: symmetric 
illumination of conjugate regions (curve l), photoelectron 
source in one hemisphere only (curve 2), and for elastic 
scattering of photoelectrons by neutral particles of the dark 
hemisphere region “switched off’ (curve 3). As can be seen 
in Fig. 7, the differential transparency has a tendency to 
decrease with increasing asymmetry of ionospheric conditions, 
in particular for the lower energies. Note, that the variations 
in II with ambient conditions is not a reflection of changes in 
the number of electrons penetrating into the plasmasphere, i.e., 
changes in the magnitude of .1cI shown in the lower portion of 
the figure, because the underlying equations are linear. Rather, 
it is dependent on the asymmetric conditions, or the relative 
contribution, of the conjugate ionospheres. It is worth pointing 
out that a similar analysis cannot be applied to methods that 
consider the plasmasphere isolated from the ionosphere. 

Fig. 8 shows one of the applications of the model: the calcu- 
lation of the heating of thermal electrons. Curve 1 corresponds 
to symmetric illumination calculated along L = 2, curve 2 to 
heating in the sunlit ionosphere with darkness in the conjugate 
ionosphere, and curve 3 to heating in the dark ionosphere. Also 
shown is the electron density profile used in the calculation. 
It is seen that without the photoelectron source in one of the 
ionospheres, the heating decreases by a factor 2 (curve 2). 

A method sometimes used to describe photoelectrons along 
a closed field line simplifies effects of inhomogeneities in the 
magnetic field by averaging the kinetic equation over bounces 
between opposite hemispheres. To do this, the distribution 
function is assumed constant along the characteristics of mo- 
tion [41]. The validity of this approximation can be evaluated 
from our unified model by comparing the solution $(po,  s) at 
the boundary of the plasmasphere (s = -SI) and at the top of 
the field line (s = 0) at a constant value of po. Fig. 9 shows the 
ratio of these values at ,uo = p , , ~  as a function of energy and 
electron content of the flux-tube L = 2. Curve 1 corresponds to 
the profile depicted in Fig. 8, while curves 2 and 3 are obtained 
for densities two and four times larger. It is clear that the flux 
is not constant below energies of - 10 eV and that for higher 
densities, the flux increasingly varies along the field line. 
Only at energies above - 10 eV (approximately equal to the 

Fig. 7. The transparency Il (top panel) and the differential energy flux 
of electrons on L = 2 for: (1 )  symmetric illumination of the conjugate 
hemispheres, (2) one hemisphere illuminated only and (3) one hemisphere 
illuminated and no elastic scattering in the dark hemisphere. 

I\ 
Fig. 8. Heating of the thermal electron population on L = 2. (1) both 
hemispheres illuminated, (2) heating in the illuminated hemisphere, the 
conjugate dark and (3) heating in the dark hemisphere. 

mean energy of photoelectrons in the plasmasphere) is the flux 
relatively constant and thus the method of bounce averaging 
valid. The plasmaspheric transparency estimated under four 
assumptions was discussed earlier (Fig. 2). It is now clear 
why there is a drastic discrepancy between our inclusive model 
(curve 4), and the model with boundary conditions imposed 
at the topside ionosphere and corrected through an iterative 
procedure (curve 3). In the latter case, the correction has been 
done using the bounce averaging technique. The inaccuracy of 
this technique at low energies explains the discrepancy seen 
in particular below 10 eV. Again, this value is calculated for 
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I I 

- 

1- - 

Fig. 9. Variation of q 5 ( p o ~ , s )  with s and E. Curve 1 corresponds to the 
density profile depicted in Fig. 8, while curves 2 and 3 are obtained for 
densities two and four times larger. 

e 
Fig. 10. Pitch-angle distributions of photoelectrons at the magnetic equator 
on L = 2 using the unified model. Curves 1-3 are for the asymmetric 
case ofphotoionization in one hemisphere for electrons at 5, 10 and 20 eV. 
The distribution calculated in the case of symmetric illumination for 20 
eV-electrons (curve 4) is shown for comparison. The electron density profile 
used is the same as the one shown in Fig. 8. 

L = 2. At higher L-shells, the error is significant below 21 

15 eV. 
Fig. 10 shows the pitch-angle distribution of photoelectrons 

at the apex of the field line L = 2 using the unified model. 
Curves 1-3 are for the asymmetric case of photoionization 
in one hemisphere for electrons at 5 ,  10, and 20 eV. The 
distribution calculated in the case of symmetric illumination 
for 20 eV-electrons (curve 4) is shown for comparison. The 
electron density profile used is the same as the one shown in 
Fig. 8. It is of interest that despite the extreme asymmetry 
of the conditions, the angular distribution in the trapped 
zone is almost symmetric, which reflects the “mixing” of 
trapped electrons through bounces in the magnetosphere. Some 
isotropization is also effective at the lower energies due to 
the enhanced diffusion across the loss-cone boundary at these 
energies. 

IV. DISCUSSION 
We have presented a kinetic description of suprathermal 

electrons in the Earth’s ionosphere and plasmasphere. The 
model has been applied to the problem of photoelectron 

fluxes in the mid-latitude magnetosphere. We also applied the 
model to the various limits for which methods were developed 
in the past. This allowed us to discuss the validity of the 
assumptions used in these methods, and to address much of 
the basic physics of suprathermal electrons. Some of the main 
conclusions are outlined below. 

For the plasmasphere, our approach allows the study of the 
ionosphere and the plasmasphere as one system, without divid- 
ing them into two separate regions. This “unified” approach 
avoids difficulties of specifying the boundary conditions at 
the ionosphere-plasmasphere boundary. We have demonstrated 
that in almost all aspects of photoelectron dynamics, important 
features are lost when treating the two regions separately, in 
particular for electrons at energies below 10-20 eV. Since this 
energy is close to the median photoelectron energy, the errors 
introduced by the separate treatment of the regions can be 
quite significant. 

When attempting to study the magnetosphere separately 
from the ionosphere, the problem of specifying a boundary 
condition at the top-side ionosphere is exacerbated by the 
fact that this boundary also introduces an artificial boundary 
between loss-cone and trapped particle fluxes. The loss-cone 
is defined by this altitude, because fluxes that leave the plas- 
masphere and enter the ionosphere are lost and therefore are in 
the loss-cone. Thus, the flux specified at the topside ionosphere 
boundary at 90’ pitch-angle to a large extent determines the 
flux at the loss-cone boundary along the complete field-line. 
This is unfortunate, because it is in the diffusion of particles 
across the loss-cone boundary that much of the important 
physics is located. 

The kinetic description of the plasmaspheric suprathermal 
population does not include wave-particle interactions. It is 
known that plasma waves are important in the dynamics 
of the plasmasphere, providing a means for transfer of en- 
ergy between different particle populations and diffusion of 
electrons across the loss-cone boundary and into the upper 
atmosphere. The inclusion of wave-particle interactions will be 
an important next step in the further development of the model. 

APPENDIX 

A. Coulomb Collisions 
When describing Coulomb interactions of electrons with 

charged particles, the Landau collision integral is often used, 
but on a linearized form, assuming that the thermal electrons 
and ions can be described by Maxwellian distribution functions 
[551 
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where A = 2re4 In L = 2.6 x lo-" eV2cm2, and In L is 
the Coulomb logarithm. Further, one can show that the term 
a2($/E)/dE2 is small compared to the other terms in (la) 
[9]. Neglecting this derivative and the energy loss in collisions 
with ions (me/mi << 1) in (2a), (la) and (2a) becomes 

(34  

where ne is the density of the thermal electrons. Arriving at 
(3a), the condition of plasma quasi-neutrality (ne = n;) has 
been used. 

B. Elastic Collisions 

neutral particles is [56] 
The term describing elastic collisions of electrons with 

where the scattering (p' + p )  is described by the scattering 
angles (x, q), with p' = cos x cos B + sin Bsin x cos 17 and 
the solid angle dfl = sinxdxdv. The density of neutral 
particles of species a is n,, the transport cross-section is 
aL1)(E) = J I a ( E , x ) ( l  - cosx)dfl, and the differential 
elastic cross-section is Ia(El  x)dR. 

A convenient approximation of (4a) is 

Strictly speaking, (5a) is physically justified only for high- 
energy electrons when the interaction with the Coulomb field 
of a scattering center is of primary importance. Nonethe- 
less, we found that when solving the kinetic equation, the 
replacement of the isotropic type of elastic scattering (4a) by 
the Coulomb one (5a) does not result in great differences 
in the determination of the flux at energies E > 1 eV. [8] 
showed that the error caused by the replacement of isotropic 
scattering with forward peak scattering of incident electrons 
with energies of a few tens eV constitutes 20%-30%. It should 
be emphasized that forward peak scattering leads to an increase 
of the secondary electron production rate, which to some extent 
compensates for the underestimation of the flux when the 
approximation of continual energy loss is applied as shown 
below. Thus, expression (5a) may be used when solving (1) 
throughout the complete energy range of interest. We note at 
this point, that the introduction of (5a) is not necessary for 
solving the kinetic equation. It is introduced only to increase 
the speed of the computational algorithm. 

C. Inelastic Collisions 

Expressions describing inelastic collisions with neutral par- 
ticles are also derived using a number of well-known ap- 
proximations. Let us assume that the dissipating electron does 
not change direction (is forward scattered) and, if ionization 

occurs, that the secondary electron is emitted perpendicular to 
the velocity of the initial electron before the collision [57]. 
Then (S&) and (S:,) can be written on the form [48] 

(Sf,) = n m C  [ a ~ , ( E + E = 1 , ) + ( E + E ~ , , p )  -(.=1,(E)W,P)] 
3 

(64  
2 E + E i  

(S:,) = n, 1 I z ( E ' , E '  - E - E;)+(E' ,p)dE'  
E + E ~  

where a:j is the total cross-section of scattering bringing 
a neutral particle into an excited state characterized by a 
threshold energy E:j, and the ionization energy is E,'. We 
also have 

which is the total cross-section of ionization by an electron 
with energy E. I , f (E,  E2) is the appropriate differential cross- 
section, and E2 is the energy of a secondary electron. 

To further simplify (6a) and (7a) we use the continuous 
energy loss approximation [ S I .  This approximation is valid 
for high energy electrons, for which the energy lost during 
a collision is small in comparison with the original electron 
energy. Although this condition is not always fulfilled for 
suprathermal electrons, there is some experience of success- 
fully using the continuous loss approximation at certain energy 
ranges, when calculating photoelectron spectra in the iono- 
sphere [43]. Problems are encountered only in regions with a 
pronounced fine structure of the energy spectrum, in particular 
near the photo ionization peaks at E = 22-27 eV. 

Using a Taylor series expansion of functions with argument 
on the form E + dE, (6a) and (7a) become 

where 

is the average energy of secondary electrons. The second 
term on the right-hand side of (9a) defines the electron 
production rate due to collisional ionization of atmospheric 
species assuming the distribution function is isotropic 

Let us evaluate the accuracy of the approximation of con- 
tinuous loss (8a-9a) in the low-energy region, where a major 
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part is played by secondary electrons. The approximation is 
based on the two first terms in the expansion: 

O0 (E*”) a”[ 
[ ( E  + ( E * ) )  = ~- 

n=O n! dE”. 

Here [ = (a)q!~, and (a) and ( E * )  are some effective values of 
the inelastic scattering cross-section and energy loss. Noting 
that E ,  in the local approximation, is defined by the energy 
spectrum of the electron production source, the uncertainty 
introduced by the approximation of continuous loss must be 
of the order of 

where E, is the characteristic energy of the secondary elec- 
tron production spectrum. Both E* and E, decrease with 
decreasing E ,  while t nowhere exceeds 30%. 

A more accurate evaluation of the error introduced by 
assuming continuous energy loss can be found by comparison 
to electron spectra calculated without this assumption. This 
was done for the case of photoelectrons in the lower and 
upper ionosphere [14]. It was concluded that significant error 
was introduced only in the range from 22-27 eV, where the 
electron spectrum is sharply peaked due to ionization of the 
atmosphere by solar radiation [42]. However, the secondary 
electron spectrum, produced by impact ionization, does not 
have these peaks, which decreases the significance of the 
total error introduced. The sharp minimum in the electron 
distribution often observed at E < 4 does not affect the 
accuracy of the approximation because it is caused by the 
large value of the cross-section of oscillatory excitation of 
molecular nitrogen, rather than by a non-monotonicity in the 
energy spectrum of production. The resulting <(E) function, 
therefore, is a fairly smooth one. 

Again we point out that the assumption of continuous energy 
loss over the whole energy range is not a necessity, but a 
convenient way of reducing the complexity of the numerical 
algorithm. Calculations showing the fine structure at the low- 
energy portion of the suprathermal spectrum using (6a-7a) 
have been presented in [14]. 

The terms (S:;) and (Si) can generally be neglected 
because of the prevalence of neutral particles over ions as 
well as the small value of the cross-section of dissociative 
recombination for suprathermal electrons. 
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